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Abstract. In this paper we describe an application based on a general approach
towards modelling practical reasoning through defeasible argumentation. The
purpose of the paper is to show how the incorporation of an argumentation com-
ponent can add value to a collection of existing information agents. The example
application is a system for reasoning about the treatment of a patient. An agent,
called theDramaagent, orchestrates a number of information sources to supply
a set of arguments on the basis of which the decision regarding treatment can be
taken. We describe the general approach and its instantiation for this application,
and illustrate the operation of the system with a running example.

1 Introduction

In this paper we describe an application based on a general approach towards modelling
practical reasoning through defeasible argumentation. The purpose of the paper is to
show how the incorporation of an argumentation component can add value to a collec-
tion of existing information agents. The example application is a system for reasoning
about the treatment of a patient. We assume that a number of information sources, repre-
senting different areas of medical knowledge and facts about individuals, and different
policies and perspectives relevant to the problem are available. The focus of this paper
is theDrama (for Deliberative Reasoning with ArguMents about Actions) agent which
orchestrates these contributions in argumentation terms, and comes to a decision based
on an evaluation of the competing arguments.

In section 2 we will describe our general approach to such deliberative reasoning.
Section 3 will give an overview of the application. Section 4 will describe how the
general approach is used in the particular application using a representative example of
such deliberation, and section 5 will discuss the potential advantages of the approach.



2 General Approach

A general approach to persuasive and deliberative reasoning about action has been pre-
sented in [2, 3]. The approach follows the following process.

First a presumptive justification for a course of action is found. This takes the form
of an instantiation of the argument scheme:

AS1 Inthe circumstances R
We should perform action A
Whose effects will result in state of affairs S
Which will realise a goal G
Which will promote some value V.

AS1 is an enrichment of th8ufficient Condition Schemene of the presumptive
argument schemes for practical reasoning proposed in Walton [13]. This enrichment
allows us to distinguish between:

— the direct effects of the action,
— the desired goals of the action,
— the reason why those goals are desired.

These distinctions have been found to be crucial in some applications, including rea-
soning with legal cases [8], and reasoning about political decisions [4]. The importance
of making the distinctions will be further shown in the example.

Next the presumptive justification must be subjected to a critique. Associated with
an argument scheme are a number of critical questions, which could lead to the justi-
fication being defeated. This process will identify alternative actions for consideration.
In [3] sixteen critical questions associated with AS1 are identified. Two sample critical
questions areare the current circumstances in fac? @ndare there alternative ways to
achieve the goal @Each critical question has associated with it preconditions for mak-
ing a counter argument. Thus an agent could question the truth of the circumstances if it
believed that they were other than R, or could suggest an alternative action if it believed
that it would also realise G. The full set of preconditions in terms of the beliefs and
desires of an agent are given in [1]. For each critical question whose preconditions are
satisfied, one or more arguments attacking the original justification can be produced.
These arguments may in turn be subject to the same process of critical questioning to
generate counter arguments.

When the set of arguments and counter arguments have been produced, it is neces-
sary to consider which of them should be accepted. In order to do this the arguments
are organised into aargumentation frameworkThis idea derives from Dung [7] but
because we wish to accommodate the notion of the value promoted by the acceptance
of an argument - the purpose for which the action is performed - we use an extension of
Dung’s frameworkyalue-based argumentation framewof&g

In [7] an argument is always defeated by an attacker, unless that attacker can itself
be defeated. This is appropriate to reasoning about beliefs, but when reasoning about
actions we are, to a certain extent, free to choose what we will attempt to bring about.



Thus we may choose to reject an attacker, even if it cannot be defeated, provided we
regard the purpose motivating the attacked argument as more important. For example,
that a particular drug is expensive is an argument against prescribing it, but we may

none the less choose to prescribe it if that would serve a purpose we rate more highly
than expense. Within a value-based argument framework, therefore, which arguments
are accepted depends on the ranking thatatidience(in the sense of [9]) to which

they are addressed (represented in [5] by a particular preference ordering on the values)
gives to these motivating purposes. Note, however, that if the attacker has the same
value, the attack always succeeds.

A value-based argumentation framework with a given ordering on values can be
seen as a paifArgs, Defeat), and so we can determine which argumentsiirys
are acceptable by determining the preferred extension. The preferred extension is the
maximal subseb of Args such that no two arguments Fdefeat each other, and all
argumentsA in S are acceptable with respect £ i.e., for any argument in S, if
A is defeated by an argumedt that is not inS, then there exists an argument in S
that defeatsd’. The preferred extension thus represents the maximal consistent set of
acceptable arguments with respect to the argumentation framework and a given value
ordering. In [5] it is shown that the preferred extension for a given value ordering is
unigue and non-empty, provided it contains no cycles in which every argument relates
to the same value.

Value-based argumentation frameworks as described in [5] do not permit cycles in
the same value. Where such cycles arise, the resulting conflicts must be resolved when
constructing the argumentation framework. This is done by reasoning outside the frame-
work about which of the actions justified by the arguments is preferred. To see how this
works, assume an argument A justifying actoand an argument B justifying action
b. A and B promote the same value and attack each other, i.e., we have a cyclical de-
feat in the same value. If we determine a preference for aeatimrer actionp, then we
record this decision by inserting an argument of the fagtiona is preferred to action
b. This argument replaces argument A as the destination of the attack from argument
B; effectively blocking the attack from B to A. This preference argument is given the
lowest ranked value, which we calhoice The result is that argument A is no longer
attacked and so will defeat argument B, leaving the preferred extension as argument A
justifying actiona and the argument expressing the preference. However, should argu-
ment A be defeated by some other argument C, then B will be reinstated and will now
defeat the argument expressing the preference. Hence B and C will now be the preferred
extension and the now unnecessary preference will not. This process is illustrated in the
discussion of the Policy Agent below.

It has been shown in [5] that an efficient algorithm exists for the computation of the
preferred extension of such a framework for a given ordering of values. We may there-
fore compute the preferred extensions corresponding to the possible value orderings to
discover the dialectical status of the arguments in the framework. When evaluated the
arguments may have a unique status, or their status may be dependent on the ranking of
the values promoted. In this latter case the agent may either apply a pre-existing ranking
on values, or determine the ordering in the course of its deliberation [6].

Thus the Drama agent will deliberate on a course of action by:



— obtaining a presumptive justification for some course of action,

— generating any arguments that can be made against that course of action by posing
critical questions,

— selecting the course of action by organising the resulting arguments into an argu-
mentation framework, and calculating the most desirable preferred extension.

In the next section we will discuss the particular application which we will use to
exemplify our approach in this paper.

3 Deliberative Reasoning about Medical Treatment

Clinical guidelines promote best practices in clinical medicine by specifying the se-
lection and sequencing of medical actions for achievement of medical goals. There is
a large body of research into computational support for authoring and enactment of
clinical guidelines [12]. Authoring tools support specification of a guideline in some
suitable knowledge representation formalism. This specification can then be executed
in a specific clinical context so as to enforce compliance with the best practice encoded
in the guideline. The authored guidelines need to be specified at a level of abstraction
that enables enactment in any number of contexts. It is at execution time that the context
dependent choice of specific medical actions must be made.

For example, a guideline may indicate that treatment of a patient recovering from
myocardial infarct (heart attack) requires realisation of the treatment goals: treat pain;
treat sickness; prevent blood clotting. It is at execution time that one must account
for the specific context in order to choose which precise action should be chosen for
realising each of these goals. Examples of contextual factors that influence the decision
include:

— information about the specific patient being treated, e.g., administration of a partic-
ular drug for preventing blood clotting may for safety reasons be contraindicated
by a patient’s clinical history,

— concomitant treatments, e.g., the efficacy of a drug for preventing blood clotting
may be reduced by drugs being administered for a gastrointestinal condition,

— local resource constraints, e.g., budget constraints at the local hospital may indicate
a preference for one drug over another,

— local organisational policies, e.g., the local health authority may have evidence
based preferences for one drug over another.

We propose that it is through deliberative argumentation of the type described in
this paper that one can model how contextual factors of the above type can be brought
to bear on what is the most appropriate treatment action in a given situation. In par-
ticular, by structuring a recommendation for action as an argument instantiating argu-
ment scheme AS1, one can effectively account for the influence of contextual factors
on the decision making process; i.e., in terms of arguments instantiating AS1'’s critical
questions. Furthermore, the complexity and diverse nature of the contextual knowledge
and reasoning suggests distribution and specialisation of knowledge and reasoning re-
sources in medical multi-agent systems. Each resource represents a source of arguments
and brings its own perspectives, goals and values to the decision making process.



In the example below, the medical knowledge cited is for illustrative purposes only:
we make no claims for it either as a model of the medical domain, or as a representation
of the state of the art of medical systems. Our purpose is only to show how value can
be added by the addition of an argumentation agent capable of reasoning with multiple
perspectives and drawing on a range of sources.

4 Application to the Medical Domain

In our application we want the Drama agent to be capable of operating with stan-
dard information agents. We therefore locate all argumentation knowledge inside the
Drama agent, and regard the other agents as functioning as conventional knowledge
and database systems. In particular these other agents need have no knowledge of val
ues.

The other agents that the Drama agent will interact with in our example are shown
in Table 1. Some will contain generic medical knowledge, while others are specific to
the organisation. All agents can be quite limited in scope: it is the Drama agent that
will supply the bigger picture, bringing the contributions together and organising and
evaluating them. If desired, however, these other agents could be more sophisticated:
for example the Cost Agent could negotiate with suppliers to price the drugs, and per-
haps also negotiate a budget for treatment instead of being a static repository of prices
and budget information. The Policy Agent could use argumentation and external infor-
mation in the same way as the Drama agent. The Safety Agent could be specialised
to reason about safety, issuing warnings and instigating remedial actions in the event
of hazards arising during treatment of a particular patient, as well as monitoring the
planned actions of distributed treatment agents and planning remedial actions. If these
more sophisticated resources were available, the Drama agent would be at the heart of
a true multi-agent system. Since, however, we wish to concentrate on the Drama agent
itself, and as it need make no assumptions about the other components, we take them
here to have their simplest form.

Table 1. Agents in the Drama System

[Agent [Type [Scope \
Treatment Agent  |Knowledge Base |Generic Medical Policy and Knowledge
Policy Agent Knowledge Base |Organisation Specific Knowledge
Safety Agent Knowledge Base  |Generic Medical Knowledge

Patient Agent Database Patient Specific Information

Cost Agent Knowledge Base |Organisation Specific Knowledge
Efficacy Agent Knowledge Base |Specific Medical Knowledge

Following the general approach, the Drama agent will use critical questions to gen-
erate arguments. In any particular application a characteristic set of the critical questions
will be pertinent (see [8], [4]). In this application we take all agents to have a common
representation, and any knowledge claimed by the agents to be true. Given these as-
sumptions there are five critical questions pertinent to this particular application:



— CQ1: Are there alternative ways of realising the same effects?

— CQ2: Are there alternative ways of realising the same goal?

— CQa3: Are the assumptions on which the argument is based true?

— CQ4: Does performing the action have a side effect which demotes some other
value?

— CQ5: Will the action have the effects described?

The Drama agent now constructs an argumentation framework by instantiating AS1
and posing these critical questions. We will illustrate the operation of the system with a
running example of a patient whose health is threatened by blood clotting. The frame-
work begins with the null option - do nothing (EAQ). The purpose of this is similar to
the assumption of the negation of the desired goal in refutation resolution: extensions
of the resulting argument frameworks will be acceptable only if they do not contain this
argument. The goal of preventing blood clotting is now passed torémment Agent

The Treatment Agent is one among a number of treatment agents, each of which
is specialised for recommending treatment actions for a medical speciality. In our ex-
ample, the Treatment Agent is specialised to reason about the cardiac domain. This
Treatment Agent could be at any level of sophistication, provided that it has knowledge
of medical actions (e.g., drug administrations) and their effects, and the clinical goals
that these effects realise, i.e., knowledge of the type required to instantiate the AS1 ar-
gument scheme for action. This would require access to guideline knowledge indicating
the clinical goals to be realised (and the scheduling of these goals), as well as more de-
tailed medical causal knowledge (e.g., drugs and their effects) of the type encoded in
remotely accessible medical terminologies of the type described in [10]. Let us assume
the required knowledge is encoded locally in the Treatment Agent as a Prolog knowl-
edge base. This knowledge base might include (in the following, the variable X stands
for the patient to whom the clinical reasoning is being applied):

prevent _blood _clotting(X):-
reduce _platelet _adhesion(X).

prevent _blood _clotting(X):-
increase _blood _clot _dispersal _agents(X).

reduce _platelet _adhesion(X):-
not contraindicated(aspirin,X),
prescribe(aspirin,X).

reduce _platelet _adhesion(X):-
not contraindicated(chlopidogrel,X),
prescribe(chlopidogrel,X).

increase _blood _clot _dispersal _agents(X):-
not contraindicated(streptokinase,X),
prescribe(streptokinase, X).



It will therefore be able to return the information that blood clotting can be pre-
vented by reducing platelet adhesion, which can, assuming aspirin is not contraindi-
cated, be achieved by prescribing aspirin. The Drama agent can use this information
to instantiate AS1, thus providing a justification for this action, i.e., that it will prevent

platelet adhesion which realises the goal of preventing blood clotting, and so is an effi-
cacious plan.

EA1l Assuming no contradictions
we should prescribe aspirin
which will reduce platelet adhesion
preventing blood clotting
and so is an efficacious course of action.

This argument has to be subjected to a critique to ensure that there are no better al-
ternatives. The Drama agent will go through its repertoire of Critical Questions. Posing
CQ1 will ask for alternative solutions to reduce platelet adhesion from the Treatment
Agent and elicit the information that chlopidogrel will also reduce platelet adhesion.
Asking CQ2 will seek further solutions from the Treatment Agent for preventing blood
clotting and will identify the alternative course of action of administering streptokinase,
which has the same goal of preventing blood clotting, but via a different effect of in-

creasing the blood’s production of agents that disperse clots. These are formed into two
arguments, EA2 and EAS:

EA2 Assuming no contradictions
we should prescribe chlopidogrel
which will reduce platelet adhesion
preventing blood clotting
and so is an efficacious course of action.

EA3 Assuming no contradictions
we should prescribe streptokinase
which will increase blood clot dispersal agents
preventing blood clotting
and so is an efficacious course of action.

These three arguments all mutually attack one another, giving rise to the argumen-
tation framework shown in Figure 1.
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Figure 1: Initial Argumentation Framework.

Any of EA1, EA2 or EA3 would serve to defeat EAQ, ‘do nothing’. However, they
are in mutual conflict. As they all relate to the same value (and the preferred extension
is empty for all audiences), there is a free choice between them. They can be chosen
according to intrinsic preferences regarding the goal or the actions themselves. The
Drama agent therefore contacts tRelicy Agentto see what the preferences of the
organisation are.

The Policy Agent contains organisation specific information to determine prefer-
ences between goals, effects and actions. Any criteria could be used here. Although
here we make no assumptions about the nature of the Policy Agent, it too could take
the form of an argumentation agent like the Drama agent, and construct arguments
for these preferences. For the purposes of the example we will assume that the Policy
Agent prefers the effect ‘reduce platelet adhesion’ as a means by which the goal can be
realised, since the effect of increasing blood clot dispersal agents has potentially more
undesirable side-effects. Hence, the Policy Agent will favour actions with the former
effect over actions with the latter effect. This, however, does not discriminate between
aspirin and chlopidogrel. Again many criteria are possible: it could depend on local
stocks held, or a local preference for generic drugs. Here we will assume that cost is the
basis for preference and that aspirin is cheaper than chlopidogrel.

asprin
>
chlopidogrel

Figure 2: Argumentation Framework with goal and action preferences.

As explained in section 2, we include these preferences in our argumentation frame-
work by adding them as nodes blocking the attack of the arguments justifying the less



preferred actions. The value given to the preferencelsagce which is always taken as
theleast preferred valua the framework. We thus get to Figure 2. Now EA1 (and the
various goal and action choices) will form the preferred extension of this framework,
and so this action is currently the best candidate. There remain, however, some further
critical questions that can be asked of EAL.

EA1 assumed that aspirin was not contraindicated. CQ3 instructs us to test this as-
sumption. This is the role of thBafety AgentThe Safety Agent has knowledge of
contraindications of the various drugs, and the reasons for the contraindication. Again
we take the Safety Agent to be in the form of a very simple Prolog based KBS which
may contain:

contraindicated(X,Y):-
risk _of _gastric _ulceration(X,Y).

risk _of _gastric _ulceration(X,Y):-
increased _acidity(X,Y),
history _of _gastritis(X),
not acid _reducing _agent(X).

increased _acidity(X,aspirin).

When contacted by the Drama agent it will use this knowledge, together with pa-
tient specific information obtained from thRatient Agento inform the Drama agent
that since the patient has a history of gastritis, aspirin is contraindicated because its
acidity may result in gastric ulceration. The Drama agent will form this into an argu-
ment motivated by the value of safety. Note that because each of the information sources
represents a particular perspective on the problem, the Drama agent may ascribe a mo-
tivating value to the argument on the basis of its source.

EA4 Where there is a history of gastritis and no acid reducing agent
we should not prescribe aspirin
which would cause excess acidity
which would risk ulceration
and so is unsafe.

When EA4 is added to the argumentation framework, EA4 attacks EA1. Assuming
that safety is preferred to efficacy, EA4 defeats EA1 and so EA2 replaces EA1 in the
preferred extension. The argumentation framework showing this is given in Figure 3.
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Figure 3: Argumentation Framework with the addition of the attack of EA4.

Assuming EA2 cannot be attacked by CQ3, the next critique follows from CQ4. Ef-
ficacy is not the only value: any action must be acceptable within the cost constraints of
the organisation. Answering this critical question is the province ofibe&t AgentThis
agent will have knowledge of the budgetary constraints on treatment, and will compare
the cost of the proposed treatment with these constraints. Suppose that chlopidogrel ex-
ceeds these limits. At the minimum this is simply a query as to whether the cost of the
treatment exceeds a given threshold, posed to a database of treatment costs. The Drama
agent can now form the argument EA5:

EA5 Where cost of chlopidogrel &N
we should not prescribe chlopidogrel
which would cos€N
exceeding our budget
which demotes the value of financial prudence.

The argumentation framework showing this is given in Figure 4.

EAl1
efficacy) asprin
>

streptokinase
EAO
do
/ nothing \

EA2 V7 EA3
efficacy
chl opi>dogre1

streptokinase/

Figure 4: Argumentation Framework with the addition of the attack of EA5.



Adding EA5 means that EA2 is defeated if cost is preferred to efficacy. This still
leaves EA3 unchallenged, and so we critique the proposal to prescribe streptokinase, by
returning to CQ3 and CQ4. Suppose that streptokinase is not contraindicated, and that
it falls within the cost constraints. There remains CQ5, and we must now investigate
whether streptokinase will be effective for the particular individual we are treating. The
Efficacy Agenwill contain specific data from clinical trials and past cases indicating the
efficacy of actions with respect to treatment goals for particular patient groups. Perhaps
(and this is simply an illustrative conjecture on our part) the efficacy of streptokinase has
been found to depend on age. The Efficacy Agent may then contain information such as:

effectiveness(X, streptokinase, prevent _blood _clotting, 90):-
age(X,A),A < 50.

effectiveness(X, streptokinase, prevent _blood _clotting, 30):-
age(X,A),A > 49

acceptable(X,Treatment, prevent _blood _clotting):-
effectiveness(X,Treatment,E),E > 75.

Together with particular patient data obtained from the Patient Agent, the Efficacy
Agent passes this information to the Drama agent which expresses it as EA6:

EA6 Where patient is aged 72
we should not prescribe streptokinase
as the likelihood of success is 30%
which is below the required threshold
which demotes efficacy.

The argumentation framework showing this is given in Figure 5.

EAl‘i EA4

Figure 5: Argumentation Framework with the addition of the attack of EA6.



Now EA3 is attacked by an argument with the same value and so is defeated. If
safety is preferred to efficacy then EAL is defeated by EA4. If cost is preferred to effi-
cacy then EA2 is defeated by EA5. This would mean that EAO would be included in the
preferred extension as all its attackers are defeated. However, as stated from the outset,
this is unacceptable as the patient’s health is then in jeopardy. There are two possibil-
ities: either we must re-order our values so that efficacy is preferred to one of safety
or cost, or else we must find an argument with which to defeat the attackers of one of
EA1-3 and so reinstate one of our actions.

Suppose we re-order the values so as to prefer efficacy to at least one of the other
valuesi.e., we must choose whether we disregard safety or cost. The choice will depend
on the particular circumstances: it may be that the Drama agent is allowed to exceed
budget if necessary, in which case efficacy will be preferred to cost and chlopidogrel
will be prescribed. But if the cost constraint is rigid, there may be no better option than
to disregard the contraindications and risk using aspirin, believing the complications to
be less threatening than the immediate danger.

These hard choices can, however, be avoided if we can succeed in defeating one of
the attacking arguments. We therefore run through our critical questions with respect to
the arguments currently in the preferred extension of the framework. CQ3 can be posed
with respect to EA4, as it is predicated on an assumption that there is no acid reducing
agent prescribed to the patient. We may therefore return to another Treatment Agent
and attempt to find such an acid reducing agent. This will supply the knowledge that a
proton pump inhibitor (a particular type of acid reducing agent) will have the desired
effect. We can form this into EA7:

EA7 Where there are no contraindications
prescribing a proton pump inhibitor
will prevent excess acidity
removing risk of ulceration
promoting the value of safety.

The argumentation framework showing the addition of the attack of EA7 is shown in
Figure 6:
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Figure 6: Final Argumentation Framework showing all critiques.

Of course, EA7 is now subject to the critical questions. Assuming, however, that
there are no alternatives, that it is not contraindicated, within budget and likely to be
effective, the argument gathering stops with Figure 6.

Figure 6 shows the full argumentation framework as we have now exhausted our
critical questions. We compute the preferred extension by first including the arguments
with no attackers: EA5, EA6 and EA7. EA7 defeats EA4 because they are motivated by
the same value. This means that EA1 can be included, as its only attacker is defeated.
EAL thus defeats EA2 and EA3, again because they are motivated by the same value,
and also excludes EAO, as desired. This in turn means that the three action preferences
are no longer attacked and can be added to the preferred extension. Note that in this case
we need express no value preferences: the preferred extension is the same irrespective
of value order. From this we conclude that aspirin is the preferred treatment, and should
be recognised as such by any audience.

5 Discussion

The multi-agent system for deliberative reasoning described above has a number of
worthwhile features:

— It models deliberation using a model of argument with presumptive justification
subject to critique, which has been developed to capture a number of features of
practical reasoning observed in the philosophical [11] and informal logic literature
[13]. These include the defeasible nature of putative solutions, the importance of
values and perspectives, and the potential for contextual ordering of preferences
over perspectives.

— This model is effected inside a single agent: the other agents in the system can
therefore be conventional knowledge and database systems, simplifying their par-
ticipation in other systems. If, however, more sophisticated resources are available,
these can be used by the Drama agent without modification.



— The various perspectives which need to be considered when making a medical de-
cision are kept separate, and it is made explicit from which perspective the various
arguments derive. This means that the perspectives can be given their due weight,
but discounted if necessary.

— Each of the information sources used by the Drama agent are dedicated to the pro-
vision of particular information, need not consider every eventuality, and play no
part in the evaluation. This simplifies their construction and facilitates their reuse
in other applications.

— Distinction can be made between information sources which are generic and those
which are particular to a specific organisation or individual.

— Critiques are made only as and when they can affect the dialectical status of argu-
ments already advanced. This means that all reasoning undertaken is of potential
relevance to the solution.

— Patient information is made available only to agents as and when they need it.

The combination of the use of a well motivated model of deliberation, use wherever
possible of conventional and generic components, and the ability to make flexible and
context dependent decisions, provides, we believe, an approach to reasoning about de-
cisions based on several information sources (such as is the case in medicine) that has
considerable potential.
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